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About
Description:
The rapid rise of Large Language Models (LLMs) such as ChatGPT and GPT-4 in recent months has sparked an 
unprecedented surge in new research, models, frameworks, and industry applications. This talk will provide a 
concise overview of the historical development of LLMs and examine current models, frameworks, and 
applications. We will conclude with a forward-looking discussion of future applications, including LLM tool 
integration (e.g., LangChain), multimodal processing (e.g., JARVIS, HuggingGPT), automation frameworks (e.g., 
AutoGPT), and potential integration with Distributed Autonomous Organizations (DAOs)/Blockchain. Special 
emphasis will be placed on the unique challenges and opportunities associated with incorporating LLMs and 
related technologies within the healthcare and HealthTech startups.
Bio:
Jon Chun is a co-creator of the world's first AI for the Humanities curriculum at Kenyon College. He has mentored 
hundreds of original Data Science, Machine Learning, and AI research projects, which have been downloaded over 
22,000 times by more than 1,700 institutions worldwide, including Stanford, Berkeley, CMU, MIT, Princeton, and 
Oxford. Before entering academia, Jon was a Silicon Valley entrepreneur, co-founding and leading the world's 
largest privacy and anonymity web service, as well as developing the first web-based VPN appliance. Apart from 
startups, he has served as a Director of Development at Symantec, the world's largest security company, and as 
CTO for a major third-party disability insurance and absence management firm in Silicon Valley. Jon has published 
patents, research, and presented at national conferences on diverse specialties including network security, privacy 
and anonymity, medical informatics, gene therapy, Multimodal Affective AI, Narratology, FATE/XAI, and GPT-2, 
GPT-3, and GPT-4 (upcoming).



Overview
A Snapshot in Time
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Large Language Models and Healthcare

• Evolution of LLMs
• Survey of LLMs
• Extending LLMs
• Medical Research
• MedTech Startups



Evolution of Large 
Language Models (LLMs)

From DNNs to Transformers to LLM



Milestones

• 2012 Oct 13: ImageNet Results
• 2017 June 12: Attention is All You Need *
• 2019 Aug 20: 774M GPT2
• 2022 Nov 30: ChatGPT *
• 2022 Mar 14: GPT4





Transformer Architecture

• Tokenization
• Embedding
• Positional Embeddings
• QK = Queries(loc)*Keys(preposition)
• Scaled Prob = SoftMax(QK)/Normalizer
• Contextualized Embeddings = Values(e.g. place) * Scaled Prob
• Multi-head Attention
• Multi-Layers (BERT 16)



ChatGPT

• Transformer Architecture
• InstructGPT
• RLHF
• Prompt Engineering





Prompt Engineering

• Zero, One & n-Shot Learning
• Context Window
• Ensemble
• Chain of Thought
• Reflection / Self-Critique
• Jailbreak





Survey of LLMs
As of April 2023

(Don’t Blink)



Large Language Model Metaverse

• SOTA: GPT4 (PaLM, LLaMA)
• Limitations
• Characteristics

• Sequential
• Language
• Auto-Regressive / Self-Supervised Learning
• General > Fine-Tuning
• Emergent Functionality

• Variations
• Commercial: GPT4
• Open-Source
• Distilled
• Uncensored



GPT4

• “OpenAI” Technical Report
• Scale, Dataset and Training
• “Lot’s of little things”
• Context Window
• Multimodal
• Performance
• Emergence











AI Gold Rush / AI Arms Race

• Scale vs Fine-Tuning
• Dataset
• Training
• MLOPs
• Multimodal
• Embodied
• Considerations

• Tools & Automation
• Cognitive Disintermediation
• Natural Monopoly
• 5th Industrial Revolution



Risks

• Probabilistic
• Hallucination/False Confidence
• Copyright
• Bias, Offensive & Dangerous (e.g. Euthanasia in JP vs NL)
• FATE/XAI
• Privacy/Security
• Low Resource
• Causality, Models and New Knowledge
• (Supra-)National Regulations, Laws and Liabilities





Extending LLMs
Frameworks, Tools and Agents



Extending Large Language Models

• Frameworks
• Tools: LangChain
• Models: JARVIS, HuggingGPT

• Automation: AutoGPT
• Embodiment: PaLM-E
• Integration: Tools, Agents and World 



LangChain

• Prompt Template
• Memory
• Tools
• Agent
• Agent Executor (LLM)













JARVIS / HuggingGPT

• Frameworks
• Tools
• Models

• Automation
• Planning
• Model Selection
• Execution
• Response

• Embodiment
• 360 Integration







Medical Research 
with LLMs

As of April 2023

(don’t blink)







LLM Applications in Medicine

• Open-ended Natural Language UI
• Reasoning
• Med Education
• Patient Dialog & Communications
• Fine-tuned vs LLM
• Human Supervision





Summary

• USMLE & MultiMedQA
• GPT 3.5, GPT4 & GPT-4-base
• Zero-Shot without Context
• Text & Image
• Calibration: Trustworthy and Interpretable Probabilities
• Memorization: MELD (Precision/Recall)
• Probability Calibration (Trust)
• 20pts > GPT3.5 & Med-PaLM/Flan-PaLM 540B (Human 60.2%)
• Patient care is not Multiple Choice 







Summary

• USMLE/MedMCQA vs PubMedQA
• GPT3.5 (Codex & InstructGPT)
• 3 Prompts: CoT, Zero/Few-Shot and KB Augmented
• Errors: Knowledge, Reasoning, Guessing Heuristics
• Codex 5-shot CoT ~ Human

• USMLE 60.2%
• MedMCQA 62.7%
• PubMedQA 78.2%











MedTech Startups
and LLMs

As of April 2023

(Cambrian explosion, many under the radar)











End
(See PowerPoint speaker notes

for references and links)
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