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Explainable AI / Interpretable AI
Predictions aren’t enough

XAI Can : 
• Provide hints what is ‘of interest’ to the AI 
• Provide hints about weak points of the AI 

XAI Can’t : 
• Explain the AI 
• Replace Good Machine Learning Practices 

(GMLP), which are key to assuring safety and 
efficacy 



What Clinical Practice expects from AI-powered tools
Improvement, compared to standard practice

• Validate high performance
• Resolve disagreement between AI and human expert (detect systematic error, bias)

Validate prediction against medical knowledge
Also explain to patient how recommendations were derived (Patient-centered care)

Bad outcomes adequately mitigated
• Legal: Empower patient to give informed consent – protect from liability
• Ethical: No bias – Meet beneficence standard (promote optimal outcome for 

individual)

• https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7706019/
• Good Machine Learning Practice - https://www.fda.gov/media/153486/download

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7706019/
https://www.fda.gov/media/153486/download


Where does Explainable AI fit in ? 

https://www.fda.gov/media/122535/download

https://www.fda.gov/media/122535/download


Key Takeaways: why Explainable AI

• Choosing a method for interpretability based on type of data

• Applying interpretability methods to explain model predictions

• Explainable AI for deep learning and machine learning 

algorithms

• Certification workflows for AI/ML Software as a Medical Device 

(SaMD)



Poll
What is your need for explainable AI models?

• Understanding how the model works

• Building trust with stakeholders (clinicians, collaborators, etc.)

• Explaining the model for regulators

Other

___________________
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Identifying arrhythmia in ECG data

Classify heartbeat into 
Normal or Abnormal 
using ECG recordings 
in 3 diagnostic 
categories

https://physionet.org/



Diagnose arrhythmia through Machine 
Learning

Clean and 
Preprocess 

Data
Engineer 
Features

Select best 
model and tune 

hyperparameters
Train final 

model

Great 
performance 
on test set

Job Done? 

Normal

Abnormal



Unexplainable AI models get challenged by 
their users

Unexplainable
AI Model

Medical Professional

Customer Support

IT & Operations

Data Scientists 
or Engineers

Internal Audit, Regulators

Can I trust our AI 
Decisions?

How do I answer this 
customer complaint?

How do I monitor and 
debug this model?

Are these AI system 
decisions fair?

How can a model be 
verified?

Systems engineer



Several methods for Interpretability and Explainability

Post Hoc 
Techniques

Interpretability and 
Explainability 

Methods

Generalized Linear 
Models

Generalized Additive 
Models

Interpretable 
Models Decision Tree

Tabular Data

Deep Dream Image

Occlusion Sensitivity

GradCAM

Image LIME

Partial Dependence 
Plots

Individual Conditional 
Expectation

Shapley

LIME

Image Data

Time Series 
Data



Goal: Classify as Normal or Abnormal Extract 6 features relating to the R wave

Fit a Random Forest model: R1 = 𝑅𝑅𝑅𝑅𝑅
𝑅𝑅𝑅𝑅𝑅

R2 = 𝑅𝑅𝑅𝑅𝑅
𝑅𝑅𝑅𝑅𝑅

Rm = 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
𝑅𝑅𝑅𝑅𝑅

Accuracy: 99.9%

Train a machine learning model for ECG classification



Predicted Class:

Normal

Shapley helps us examine individual 
predictions to see what factors are most 
important for a specific prediction. 

Abnormal Beat Normal Beat

True Class:

Abnormal

Interpret predictions of a machine learning 
model at a specific point



Poll
What type of data do you use most?

• Time-series or sequential data

• Tabular data

• Image and video data

• Text data

Other

___________________



Several methods for Interpretability and Explainability

Post Hoc 
Techniques

Interpretability and 
Explainability 

Methods

Generalized Linear 
Models

Generalized Additive 
Models

Interpretable 
Models Decision Tree

Tabular Data

Deep Dream Image

Occlusion Sensitivity

GradCAM

Image LIME

Partial Dependence 
Plots

Individual Conditional 
Expectation

Shapley

LIME

Image Data

Time Series 
Data



Identifying pathologies in chest Xray images

Identify 14 
pathologies from 
chest Xray's

https://nihcc.app.box.com/v/ChestXray-NIHCC/folder/36938765345



Understanding why the image identifies a 
pathology 

GradCAM shows area 
of the image that 
contributes most to 
classification label
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1D GradCAM reveals why the signal is classified as 
Arrhythmia 
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Bias and Fairness in AI Systems

Not enough data, Bias through 
Selection

Legacy bias in the data, Bias 
through Behavior

Model issues 

Fairness in Responsible AI: Detecting and mitigating bias against unprivileged groups in ML modeling

Source of Bias



Your devices could be biased!

Courtesy : PNAS

Courtesy : The Guardian

Courtesy : Scientific American



~5000 files from NIH Chest X-ray Dataset 



Measure fairness - Detect bias

Disparate Impact  < 1 for females 
indicating bias



Bias detection and mitigation
Stage Description

Pre-processing Removes the information correlated to 
the sensitive attribute

In-processing Add constraint or regularization term to 
the objective, Adversarial models

Post-Processing Edit posteriors to satisfy fairness 
constraints
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Traditional medical device development uses 
verification and validation

Requirement 
Analysis

High Level 
Design

Low Level 
Design

Implementation

Unit Testing

Integration 
Testing

System 
Testing

Example: An ECG Heart Rate Monitor would follow IEC 62304



The V-diagram can be adapted into the W-
diagram to include AI components

Requirements 
Management

Data 
Management

Learning 
Process 

Management

Model 
Training

Learning 
Process 

Verification

Model 
Implementation

Inference 
Model 

Verification

Data 
Verification

Requirements 
Verification

EASA Concepts of Design Assurance for Neural Networks (CoDANN) 

https://www.easa.europa.eu/sites/default/files/dfu/EASA-DDLN-Concepts-of-Design-Assurance-for-Neural-Networks-CoDANN.pdfhttps:/www.easa.europa.eu/sites/default/files/dfu/EASA-DDLN-Concepts-of-Design-Assurance-for-Neural-Networks-CoDANN.pdf


The W-diagram shows how to factor data into 
verification and validation

Requirements 
Management

Data 
Management

Learning 
Process 

Management

Model 
Training

Learning 
Process 

Verification

Model 
Implementation

Inference 
Model 

Verification

Data 
Verification

Requirements 
Verification

EASA Concepts of Design Assurance for Neural Networks (CoDANN) 

Requirements are 
factored into the data 
management

Define requirements that 
specify operating conditions 
for the system (i.e. people with 
pacemakers)

https://www.easa.europa.eu/sites/default/files/dfu/EASA-DDLN-Concepts-of-Design-Assurance-for-Neural-Networks-CoDANN.pdfhttps:/www.easa.europa.eu/sites/default/files/dfu/EASA-DDLN-Concepts-of-Design-Assurance-for-Neural-Networks-CoDANN.pdf


An important step in the W-diagram is 
Learning Process Verification

Requirements 
Management

Data 
Management

Learning 
Process 

Management

Model 
Training

Learning 
Process 

Verification

Model 
Implementation

Inference 
Model 

Verification

Data 
Verification

Requirements 
Verification

EASA Concepts of Design Assurance for Neural Networks (CoDANN) 

https://www.easa.europa.eu/sites/default/files/dfu/EASA-DDLN-Concepts-of-Design-Assurance-for-Neural-Networks-CoDANN.pdfhttps:/www.easa.europa.eu/sites/default/files/dfu/EASA-DDLN-Concepts-of-Design-Assurance-for-Neural-Networks-CoDANN.pdf


Poll

Are model explainability/interpretability properties sufficient in 
your current AI framework?

• Yes

• No



Certification will provide guidance for 
development of safety critical AI systems

Requirements 
Management

Data 
Management

Learning 
Process 

Management

Model 
Training

Learning 
Process 

Verification

Model 
Implementation

Inference 
Model 

Verification

Data 
Verification

Requirements 
Verification

EASA Concepts of Design Assurance for Neural Networks (CoDANN) 

https://www.easa.europa.eu/sites/default/files/dfu/EASA-DDLN-Concepts-of-Design-Assurance-for-Neural-Networks-CoDANN.pdfhttps:/www.easa.europa.eu/sites/default/files/dfu/EASA-DDLN-Concepts-of-Design-Assurance-for-Neural-Networks-CoDANN.pdf


IEC 62304 Breakdown

Software 
Requirements

Software 
Architecture

Generated 
C/C++ Code FW ImageSoftware 

Development

Section 5 establishes 
framework for how to 

develop and test medical 
software 



Algorithm development workflow 

Algorithm 
Requirements

Algorithm 
Architecture

Generated 
C/C++ Code

Firmware 
Algorithm Image

Firmware 
Algorithm 

Development

Requirements 
Traceability

Unit->Architecture 
Traceability

Unit & Integration Testing

FW Image System Testing

Static & Dynamic Code 
Testing

Algorithm Model & Testing (Simulink)

System 
Composer

Simulink 
Requirements

Simulink Test 
& Real-time

Polyspace & Simulink 
Coverage

Embedded 
Coder

Simulink Design 
Verifier

Simulink Check IEC Certification 
Kit

Simulink

Simulink Real-
time

Verification of 
requirements, 
architecture, 

development, and 
testing are 

synchronized for both 
model and generated 

FW code



Certification for AI in Medical Devices is in the 
early stages



Helpful links shared during this session : 
• LIME function with examples : https://www.mathworks.com/help/stats/lime.html

• Shapley function with examples: https://www.mathworks.com/help/stats/shapley.html

• GradCAM function with examples : https://www.mathworks.com/help/deeplearning/ref/gradcam.html

• Occlusion sensitivity with examples: 

https://www.mathworks.com/help/deeplearning/ref/occlusionsensitivity.html

• Verify adversarial robustness of deep learning networks with examples : 

https://www.mathworks.com/help/deeplearning/deep-learning-verification.html

• Partial dependence plot  with examples : 

https://www.mathworks.com/help/stats/regressiontree.plotpartialdependence.html

• Predictor importance methods for feature selection and explainability : 

https://www.mathworks.com/help/stats/dimensionality-reduction.html

https://www.mathworks.com/help/stats/lime.html
https://www.mathworks.com/help/stats/shapley.html
https://www.mathworks.com/help/deeplearning/ref/gradcam.html
https://www.mathworks.com/help/deeplearning/ref/occlusionsensitivity.html
https://www.mathworks.com/help/deeplearning/deep-learning-verification.html
https://www.mathworks.com/help/stats/regressiontree.plotpartialdependence.html
https://www.mathworks.com/help/stats/dimensionality-reduction.html


Thank you ! 
• Contact email:
Akhilesh Mishra 
amishra@mathworks.com

• LinkedIn:
https://www.linkedin.com/in/
akhilesh-mishra-mathworks/

mailto:amishra@mathworks.com
https://www.linkedin.com/in/akhilesh-mishra-mathworks/
https://www.linkedin.com/in/akhilesh-mishra-mathworks/
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